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Initial Graph

0, (S, L, S)p, (L, GD)Ps (S, DP (G, 1, D)p,, (H , G, T)@, (1)@, (C, D) (C)
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Elimination as Graph Operation

b, (J. L, S)p, (L. G (Ss Db (G. 1, D)y (H . G )y, (Dpr(C DYGAT)
 Eliminate: C
7,(D) = Z¢C(C)¢D(C’ D)
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Elimination as Graph Operation

?,(J, L, ), (L, D)5 (S, D@ (G, 1, D)p, (H, G, )¢, ()T, (D)

 Eliminate: D o~

7,(G, 1) = Z%(G’ 1,D)T,(D)
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Elimination as Graph Operation

b, (S, L, K¢, (L, G)ps (S, D¢, (Dpy, (H, G, J)T,(G, 1)

« Eliminate: I

= 2%(5,1)4/51(1)12((?,1)

a\l Uq,.‘a(:(l,r annceted b 1 LC:-N
‘CMM(.{'Q‘L Jc‘Mc'H%
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Elimination as Graph Operation

?,(J, L, )¢, (L,G)p, (H,G,T)T;(S,G)

« Eliminate: H o~

7“-4(G9J) = Z¢H(H9G9J)
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Elimination as Graph Operation

?,(J. L, )¢, (L,G)T5(S,G)r, (G, J)

« Eliminate: G o~

75(L,J) = Z @, (L, Gty (S, N7, (G, J)
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Elimination as Graph Operation

@, (J, L, S)ts(L,JT)

 Eliminate: L,S
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Elimination as Graph Operation

@, (J, L, S)ts(L,JT)

« Eliminate: L,S P
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Induced Graph

* The induced graph I, , over
factors @ and ordering o

— Undirected graph
— X;and X, are connected if they

appeared in the same factor in

a run of the VE algorithm using
_a as the ordering
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Cliques in the Induced Graph

m a3t me gy @anected So 5"'\["‘

. Theo/ em: Every factor produced during VE is
a clique in the induced graph
7(D) = X $ (O (C, D) =
7,(G. 1) = (G, 1, D)t (D)

7,(S.G) = g% (S, D, (1)7,(G> 1)
7,(G,J) = é‘,¢_2,=<_{f, G.J)

. (L,J) = Zﬂﬁ(L, G, (S,G)t, (G, J)
To = > #,(J, L, S)Ts(L, )




Cliques in the Induced Graph

* Theorem: Every (maximal) clique in the induced
graph is a factor produced during VE 0
7(D) = X 4(O),(C, D)

7,(G. 1) = Y ¢;(G,1,D)7,(D)
7,(S5.G) = §¢S (S, D@ (DT,(G, D)
7,(G,J) = IE¢H (H,G,J)

7, (L, J) = ZH@ (L, G); (S, DT, (G, J)

7’—6 = E¢J(J9L9S)IS(LD‘])




Cliques in the Induced Graph

« Theorem: Every (maximal) clique in the induced
graph is a factor produced during VE 0
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Induced Width

* The width of an induced graph is the number
of nodes in the largest clique in the graph
minus 1

* Minimal induced width of a graph K is
min,(width(Iy ,))

* Provides a lower bound on best performance
of VE to a model factorizing over K




Summary

* Variable elimination can be viewed as
transformations on undirected graph

— Elimination connects all node's current
//\

neighbors Ny T

» Cligues in resulting induced graph directly

correspond to algorithm's complexity
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